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An overview of cardiovascular disease
infection: A comparative analysis of boosting
algorithms and some single based classifiers
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Abstract. Machine learning is a branch of artificial intelligence that helps machines learn from observational data without being
explicitly programmed and its methods have been found to be very useful in the modern age for medical diagnosis and for early
detection of diseases. According to the World Health Organization, 12 million deaths occur annually due to heart-related diseases.
Thus, its early detection and treatment are of interest. This research introduces a better way of improving the timely prediction of
cardiovascular diseases in suspected patients by comparing the efficiency of two boosting algorithms with four (4) other single
based classifiers on cardiovascular official data. The best model was selected based on performances of 5 different evaluation
metrics. From the results, Adaptive boosting is seen to outperform all other algorithms with a classification accuracy of 74.2%,
closely followed by gradient boosting. However, gradient boosting was chosen as an acceptable technique because it trains faster
than Adaboost with a better precision of 74.9% compared to 74.7% exhibited by Adaboost. Thus boosting algorithms are better
predictors compared to single based classifiers with factors of age, systolic blood pressure, weight, cholesterol, height, and diastolic
blood pressure as the major contributors to the model building.
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1. Introduction

Bishop defined machine learning as a branch of artifi-
cial intelligence which helps in making machines learn
from observational data without being explicitly pro-
grammed [1]. Alternatively, machine learning is based
on automated and self-training algorithms to learn from
prior data in order to find the pattern, which exists
within, and then help machines to make decisions in
situations they have never seen. There are different ap-
proaches to machine learning which can be supervised
learning which learns a function by mapping input to
output e.g. classification and regression, unsupervised
learning which doesn’t have a label but finds a pattern
in the dataset with a little supervision and reinforce-
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ment learning which learns from its environment i.e.
the agent learns from its action and consequences with-
out been explicitly taught. According to Magoulas et
al., machine learning has been a useful tool in different
diverse fields and most especially it has been used to
solve many medical problems [2].

Cardiovascular disease generally refers to conditions
that involve narrowed or blocked blood vessels that can
lead to a heart attack, chest pain (angina) or stroke.
Other heart conditions, such as those that affect the
heart’s muscle, valves or rhythm also are considered
forms of heart disease. According to Badimon et al., car-
diovascular disease can be referred to as different heart
or blood vessel problems; the term is often used to de-
scribe damages of heart or blood vessels by atheroscle-
rosis, a buildup of fatty plaques in the arteries [3].
The Mayo Clinic opined that plaque buildup thickens
and stiffens artery walls, which can inhibit blood flow
through the arteries to organs and tissues. Atheroscle-
rosis is also the most common cause of cardiovascular
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disease [4]. It can be caused by correctable problems,
such as an unhealthy diet, lack of exercise, being over-
weight and smoking. The World Health Organization
has estimated that 12 million deaths occur worldwide,
every year due to heart diseases. Half of the deaths in
the United States and other developed countries occur
due to cardiovascular diseases. It is also the chief rea-
son for deaths in numerous developing countries. On
the whole, it is regarded as the primary reason behind
deaths in adults [5]. For many years, different tech-
niques and approaches have been applied in diagnos-
ing and predicting cardiovascular diseases and these
approaches have yielded high accuracies. For instance,
Andrea emphasized that researchers have used differ-
ent data mining techniques in predicting cardiovascu-
lar diseases [6]. Yan also used multilayer perceptron
in predicting heart diseases and ended up having an
accuracy of about 63.6% [7] while Polat et al. used
a fuzzy artificial immune recognition system and k-
nearest neighbor in the detection of heart disease using
the Cleveland Heart Disease Dataset [8]. Chau et al.
did a comparison of bagging with the C4.5 algorithm
and bagging with a naïve Bayes algorithm to diagnose
the heart disease of the patient [9] while Rajkumar et
al. investigated the compared naïve Bayes, k-nearest
neighbor and decision tree in the diagnosis of heart dis-
ease patients [10]. Sitar-Taut and Raphia et al. devel-
oped a heart disease prediction system using three data
mining techniques such as decision trees, naive Bayes,
and neural network [11,12]. The results obtained after
prediction using the Cleveland Heart disease database
indicated that naive Bayes performed well followed by
neural networks and decision trees. It was also observed
that the relationship obtained between attributes using
neural networks is more difficult to understand than that
of the other models used. Mythili et al. showed a frame-
work using combinations of support vector machines
(SVM), logistic regression, and decision trees to arrive
at an accurate prediction of heart disease [13]. Com-
parison between performance measures which include
sensitivity, specificity, and accuracy proved SVM to be
the best model with an accuracy of 90.5%, followed by
a decision tree with 77.9%, and logistic regression with
73.9%.

Ensemble learning techniques have been a very great
help when it comes to increasing the accuracy of a ma-
chine learning algorithm. Many researchers have ap-
plied different ensemble learning approaches for mod-
eling cardiovascular diseases without actually empha-
sizing the superiority of any approach, or comparing
machine learning results with results from single based

classifiers. Thus, this study is focusing on comparing
some selected machine learning classifiers with some
ensemble boosting algorithms in order to substantiate
the existing results on them to suggest the most suit-
able technique for timely prediction of cardiovascular
disease.

2. Materials and methods

2.1. Materials

The data set used for this research was adapted
from [14]. It is a cardiovascular disease dataset that was
originated on 19th January, 2019 through factual infor-
mation, results of medical examination and informa-
tion given by patients. The dataset was code named as
“cardio_train.csv” and the author is Svetlana Ulianova,
a data science student at Ryerson University, Toronto,
Ontario, Canada. It is a structured tabular dataset that
was adopted concurrently based on the result of medical
examination and information given by patients during
a medical examination. It contains exactly 70,000 in-
stances and 11 features, which are great determinants
for predicting cardiovascular diseases. The features of
the dataset are as explained in Table 1.

2.2. Methods

Ensemble methods combine several decision trees
classifiers to produce better predictive performance than
a single decision tree classifier. Thus this research con-
sidered an overview of two popular ensemble boosting
algorithms (adaptive boosting and gradient boosting)
and their comparison with some selected machine learn-
ing classifiers (logistic regression, support vector classi-
fier, random forest, decision tree, and naïve Bayes). The
aforementioned techniques were employed to model
the rate of cardiovascular disease infection based on the
adopted variables.

2.2.1. Boosting
Boosting is a sequential ensemble method known

for converting weak learners’ algorithms into strong
learners’ algorithms. Boosting is based on the question
posed by Micheal and Valiant [15,16]. That is, can a set
of weak learners create a single strong learner? The an-
swer to this question was investigated by Schapire [17]
and found to be positive. The two boosting algorithms
employed in this research are as follows:

Adaptive boosting (AdaBoost)
AdaBoost is a combination of the words adaptive and
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Table 1
Description of datasets

Name Class Label Values
Age Numeric Age of patients in days 10798–21327
Gender Integer Gender of patients 1-Male, 2-Female
Height Numeric Height of patients (cm) 55 to 250
Weight Numeric Weight of patients (kg) 10-200
Ap_hi Numeric Systolic blood pressure −150 to 16020
Ap_low Numeric Diastolic blood pressure −70 to 11000
Cholesterol Integer Cholesterol level of patients 1-normal, 2-above normal, 3-well above normal
Gluc Integer Glucose level of the patients 1-normal, 2-above normal, 3-well above normal
Smoke Integer If patients smoke or not 0-No, 1-Yes
Alco Integer If patients take alcohol or not 0-No, 1-Yes
Active Integer If patients is active or not 0-No, 1-Yes
Cardio Integer If patients has the disease or not 0-No, 1-Yes

The data description gotten during medical examination and information provided by the patients. The data is
available in https://www.kaggle.com/sulianova/cardiovascular-disease-dataset. It shows the class of each variable and
the values in the dataset.

boosting, but it is not the only adaptive boosting algo-
rithm. In addition, AdaBoost is a special case of gradi-
ent boosting, which becomes important when making
claims about relative performance between models. It is
a machine learning meta-algorithm which can be used
alongside with many other types of learning algorithms
to improve the performance of a model. AdaBoost can
be applied to any classification algorithm, so it is really
a technique that builds on top of other classifiers as
opposed to being a classifier itself. AdaBoost refers to
a particular method of training a boosted classifier. A
boosting classifier is in the form

FN (x) =
N∑

n=1

fn(x) (1)

Where each fn is a weak learner that takes an ob-
ject x as input and returns a value indicating the class
of the object. Suppose we are given training data
{(xi, yi)}Ni=1, where xi ∈ RK and yi ∈ {− 1, 1}. And
suppose we are given a (potentially large) number of
weak classifiers, denoted by fn(x) ∈ { − 1, 1} and a 0
−1 loss function I is defined by:

I(fn(x), y) =

{
0 if fn(xi) = yi
1 if fn(xi) 6= yi

(2)

After learning, the final classifier is based on a linear
combination of the weak classifiers:

g(x) = sign

(
M∑
n−1

αnfn(x)

)
(3)

Essentially, AdaBoost is an algorithm that builds up a
“strong classifier” (g(x)) incrementally, by optimizing
the weights for and adding one weak classifier at a time.
This can be expressed as given in equation

H(x) = sign

(
N∑

n=1

αnhn(x)

)
(4)

hn(x) is the output of weak classifier n for input x;
αn is the weight assigned to the classifier.
αn is calculated as follows:

αn = 0.5× ln

(
1− ε
ε

)
The weight of the classifier is straightforward, it is

based on the error rate ε. Initially, all the input training
examples have equal weights. It is pertinent to mention
that adaBoost is a special case of gradient boosting,
which becomes important when making claims about
relative performance between models.

Gradient boosting
Gradient boosting is a machine learning technique

for regression and classification problems, which pro-
duces a prediction model in the form of an ensemble
of weak prediction models, typically decision trees.
It builds the model in a stage-wise fashion like other
boosting methods do, and it generalizes them by al-
lowing optimization of an arbitrary differentiable loss
function.

Basically, the main objective of any supervised learn-
ing algorithm is to define a loss function and to mini-
mize the loss. Assuming we have a mean square error
defined as:

MSE =
∑

(yi − ŷi)2 (5)

where yi is the ith target value, and ŷi is the ith predic-
tion value.

Let L(yi, ŷi) be the loss function, our main aim is to
build a model in which the loss function of the mean
squared error is minimized. Using gradient descent and
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updating the prediction based on the learning rate, we
can find the values where MSE is minimized.

ŷi = ŷi +
α× δ

∑
(yi − ŷi)2

δŷi
(6)

⇒ ŷi = ŷi + α × 2×
∑

(yi − ŷi)2, where α is the
learning rate and

∑
(yi − ŷ2)2 is the sum of residuals.

Other machine learning classifiers
Logistic regression

Logistic regression is a specialized form of regres-
sion that is formulated to predict and explain a binary
(two-group) categorical variable rather than a metric
dependent measure. The form of the logistic regression
variate is similar to the variate in multiple regression.
The variate represents a single multivariate relationship,
with regression-line coefficients indicating the relative
impact of each predictor variable. Logistic regression is
most commonly used when the data in question has bi-
nary output, so when it belongs to one class or another,
or is either a 0 or 1. Because the dependent variable is
not a continuous one, the goal of logistic regression is a
bit different, because we are predicting the likelihood
that Y is equal to 1 or 0. The logistic formulas are stated
in terms of the probability that Y = 1, which is referred
to as P . The probability that Y is 0 is 1− P .

ln

(
P

1− P

)
= a+ bX (7)

P can be computed from the regression equation also
as

P =
exp(a+ bX)

1 + exp(a+ bX)
=

ea+bX

1 + ea+bX
(8)

Random forest
Random forests are ensemble learning methods for

classification, regression and other tasks that operate
by constructing a multitude of decision trees and out-
putting the mode of the classes (classification) or mean
prediction (regression) of the individual trees. In other
words, random forests builds multiple decision trees and
merge their predictions together to get a more accurate
and stable prediction rather than relying on individual
decision trees.

Random forest has nearly the same hyperparameters
as a decision tree or bagging classifier. Fortunately,
there’s no need to combine decision trees with bagging
classifiers because we can easily use the classifier-class
of random forest. The main limitation of random forest
is that large numbers of trees can make the algorithm
too slow and ineffective for real-time predictions. In
other words, algorithms are fast to train but quite slow
and ineffective for real-time prediction.

Decision tree
Pouriyeh et al. defined decision tree (DT) as a tree-

like structure that consists of a root node, branches and
leaf nodes [18]. It is a non-parametric model that can
efficiently deal with large and complex datasets without
imposing complicated distributional assumptions. DT
can be implemented in both classification and regres-
sion tasks. It is easy to interpret, robust to outliers and
can also work in the presence of missing values without
needing to resort to imputation. The main disadvantage
of DT is that it can be subject to overfitting and under-
fitting when using a small data set according to Song
and Ying [19].

Naive Bayes
Naive Bayes models perform probabilistic prediction

with an assumption that there exists strong indepen-
dence among predictors. Bayesian classification pre-
dicts the class of new sets of data, following the Bayes
theorem.

P (A|B) =
P (B|A)× P (A)

P (B)
(9)

Evaluation metrics
Five (5) evaluation metrics adopted in this research

are discussed as follows:

Mean Absolute Error (MAE)
MAE is computed by calculating the absolute dif-

ference between the target values and the predictions.
This is a linear score which means that all the individual
differences are weighted equally in the average. MAE
is computed as below:

MAE =
1

N

N∑
i=1

|yi − ŷi| (10)

where yi are the values of the target variable while ŷi
are the predicted values.

Classification accuracy
This is the ratio of the number of correct predic-

tions to the total number of input samples. Formally,
classification accuracy has the following definition:

Classification accuracy
(11)

=
Total number of correct predictions

Total number of predictions
For binary classification, accuracy can also be calcu-

lated in terms of positives and negatives as follows:

Classification accuracy
(12)

=
TP + TN

TP + TN + FP + FN

AU
TH

O
R 

CO
PY



N.O. Adeboye and O.V. Abimbola / An overview of cardiovascular disease infection 1193

Fig. 1. Boxplot of the suspected features.

Recall
Recall measures the percentage of predictions that

were correctly classified. Recall helps when the cost of
false negatives is high and it is calculated as follows:

Recall =
TP

TP + FN
(13)

Precision
Precision quantifies the number of positive class pre-

dictions that actually belong to the positive class. In
other words, precision measures the portion of positive
identifications in a classification set that was actually
correct.

Precision =
TP

TP + FP
(14)

F1 score
F1 is an overall measure of a model’s performance

that combines precision and recall. It is the harmonic
mean of precision and recall metrics. Therefore, this
score takes both false positives and false negatives into
account. F1 is usually more useful than accuracy. Ac-
curacy works best if false positives and false negatives
have a similar cost.

The computation is as below:

F1 score = 2× Precision× Recall
Precision + Recall

(15)

3. Results

Table 1 provides details of potentially predictive fea-
tures in the dataset, their scale, and the units of mea-
surement employed. Descriptive statistics are presented
in Table 2 and Fig. 1 respectively. Additional tables
and figures show two popular ensemble boosting al-
gorithms and four other single based classification al-
gorithms for the prediction of cardiovascular disease
infection among patients. In addition, the results of the
five evaluation metrics in selecting the best model are
also presented.

Table 2 shows the descriptive statistics of the dataset
after dropping the duplicates. We observed that the min-
imum height is 55 cm and that of the weight is 10 kg
while the maximum height and weight are 250 cm and
200 kg respectively. It is observed that the minimum
age is 10798 days which is approximately 29 years.
These results show that there are estranged values in the
dataset and these was reflected in the nature of boxplot
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Table 2
Descriptive statistics table

Age Gender Height Weight Ap_hi Ap_lo Cholesterol Gluc Smoke Alco Active Cardio
Count 68771 68771 68771 68771 68771 68771 68771 68771 68771 68771 68771 68771
Mean 19464.4 1.348 164.362 74.124 126.616 81.365 1.364 1.226 0.088 0.053 0.803 0.494
Std 2468.1 0.476 8.185 14.332 16.766 9.728 0.679 0.572 0.283 0.225 0.397 0.499
Min 10798 1 55 11 60 20 1 1 0 0 0 0
Max 23713 2 250 200 240 190 3 3 1 1 1 1

The descriptive statistics of the variables used in the dataset which is showing the data count, mean standard deviation (Std), minimum value (Min)
and maximum value (Max) of each variable used for the research.

Table 3
Comparison of algorithms efficiency

Model Accuracy Precision Recall MAE F1 score
Adaptive boosting 0.742 0.747 0.703 0.258 0.724
Gradient boosting 0.741 0.749 0.695 0.259 0.721
Logistic regression 0.733 0.746 0.676 0.267 0.709
Random forest 0.732 0.735 0.695 0.268 0.714
Decision tree 0.721 0.729 0.669 0.279 0.698
Naive Bayes 0.717 0.758 0.607 0.283 0.674

The performance of the ensemble boosting algorithms (Adaptive Boosting and
Gradient Boosting) and single based classifiers (Logistic Regression, Random
Forest, Decision Tree and Naive Bayes) using a grid search of 5 fold cross-
validation based on the model selection metrics (Accuracy, Precision, Recall,
Mean Absolute Error (MAE) and F1 Score).

Fig. 2. Classification of algorithms efficiency.

in Fig. 1. It was also discovered that there exists outliers
in the ap_hi (systolic blood pressure) and ap_low (dias-
tolic blood pressure) which contain values that are med-
ically impossible, we found out values that are negative
and very high. According to Madell, the normal range
value for systolic blood pressure is between (90 and
180), and the normal range for diastolic blood pressure
is between (80 and 120) [20]. This led to the removal
of records with those values which are not biologically
feasible. The box plots were inspected and outliers were
identified for the height and weight as values outside the
ranges of 153 cm–195 cm and 50 kg–95 kg respectively,

Fig. 3. MAE evaluation metric.

while that of ap_hi and ap_low are identified outside
the ranges of 90 mmHg–170 mmHg and 65 mmHg–
105 mmHg respectively. It is pertinent to note that the
selection of the height and weight ranges were highly
influenced by the minimum and maximum ages.

After a proper data purification, out of 70000 rows
of the dataset, the leftover of 68771 rows was split
into training and validation sets. 80% of the processed
data were used for model training and 20% of the re-
mainder was used for model evaluation. The focus is
on the fitting of two popular ensemble boosting algo-
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Fig. 4. F1 score and precision evaluation metrics.

Fig. 5. Recall evaluation metrics.

rithms and four other single based classification algo-
rithms on Python 3.6 [21] with Scikit learn library [22].
Grid search of 5fold cross-validation was carried out
using multiple hyperparameters for each model. The
grid search identified the best hyperparameters and the
adopted evaluation metrics were computed based on
the results of that analysis. The best hyperparameters
selected with grid search used in fitting the models were
listed in Appendix 1.

Table 3 presents the comparative results of the en-
semble and classifiers algorithms’ efficiency in predict-
ing cardiovascular disease infection. From results, it
was observed that adaptive boosting (Adaboost) out-
performed gradient boosting and other single classifi-
cation algorithms based on accuracy. Adaboost has an
accuracy of 74.2% which is the highest value compared
to the accuracy values of the other algorithms. How-
ever, Adaboost and gradient boosting have almost the

same classification accuracy closely followed by logis-
tic regression, random forest, decision tree and naive
Bayes with classification accuracies of 74.1%, 73.3%,
73.2%, 72.1% and 71.7% respectively. These values for
accuracy confirmed the effectiveness of all the chosen
metrics. These results are depicted graphically in Fig. 2.
However, considering the times of 25.9 minutes and
26.3 seconds both Adaboost and gradient boosting tech-
niques took to train respectively, the gradient boosting
technique will be a better choice than Adaboost given
the fact that it trains faster with a higher percentage of
precision as equally presented in table 3 results. Ad-
aboost had a precision of 74.7% while that of gradient
boosting is 74.9%.

These performances were shown graphically in
Fig. 1, while Figs 2–5 described the results of MAE,
F1, recall and precision metrics respectively in a more
descriptive form. The latter figures actually helped in
confirming if classification accuracy is really suffi-
cient enough in selecting the best algorithm for predict-
ing cardiovascular disease infection. Figures 6 and 7
showed respectively the importance of each of the fea-
tures for predicting cardiovascular diseases with the
gradient boost and Adaboost algorithms. For gradient
boosting, the most important feature is systolic blood
pressure (ap_hi) followed by age while with Adaboost,
age is the most important feature closely followed by
systolic blood pressure (ap_hi). Systolic blood pres-
sure (ap_hi) variable indicates that the higher the blood
pressure, the more risk such a person has to cardiovas-
cular disease infection while the age factor shows that
the older a patient, the more risk such a person has to
cardiovascular disease infection.

According to Hastie, accuracy should be avoided for
evaluating the utility of clinical models, because it does

AU
TH

O
R 

CO
PY



1196 N.O. Adeboye and O.V. Abimbola / An overview of cardiovascular disease infection

Fig. 6. Variables predictive of cardiovascular disease using gradient boosting. The importance of each of the features for predicting cardiovascular
diseases with the Gradient Boosting algorithm. The most important variable is the Systolic blood pressure (ap_hi) followed by Age. Other variables
are ap_lo, cholestrol, weight, glucose, active, height, smoke, alcohol, and gender.

Fig. 7. Variables predictive of cardiovascular disease using adaboost boosting. The importance of each of the variables for predicting cardiovascular
diseases with the Adaboost algorithm. The most important variable is Age closely followed by Systolic blood pressure (ap_hi). Other variables are
weight, cholesterol, height, ap_lo, active, glucose, smoke, alcohol, and gender.
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not take into account clinically relevant information,
hence the need to examine more evaluation metrics [23].
The MAE or linear score measures model efficiency in
terms of their weights. If all the individual differences
are weighted equally, the higher the MAE score the
worse the model. Based on the results from Table 3,
in this study, naive Bayes has the highest MAE, and
Adaboost has the lowest closely followed by gradient
boost. Following the selection criteria, the Adaboost
and gradient boost are the better algorithms in predict-
ing cardiovascular disease infection. The graphical rep-
resentation is shown in Fig. 3.

F1 is usually a powerful metric in measuring the
performance of a model. Adaboost has the highest F1
score of 72.4% while naive Bayes has the lowest of
about 67.4%. Based on the F1 score selection criteria,
the higher the F1 score the better the model and from
Table 3, it was seen that Adaboost equally outperformed
other classifications based on the F1 score. Naive Bayes
has the highest precision followed by gradient boosting
and Adaboost Algorithm with 75.8%, 74.9% and 74.7%
evaluations respectively. While the Adaboost has the
highest value for recall, naive Bayes has the lowest.

F1 score and precision metrics are displayed graph-
ically in Fig. 4 while the recall metric is displayed in
Fig. 5.

On the overall, the gradient boost technique is ad-
judged to give the best predictive model closely fol-
lowed by Adaboost, for the timely prediction of cardio-
vascular diseases in suspected cardiovascular patients.
Thus, the important features of the Gradient boost and
Adaboost are as presented in the plot displayed graphi-
cally in Figs 6 and 7 respectively. It is readily observed
that age, systolic blood pressure, weight, cholesterol,
height and diastolic blood pressure are the major con-
tributing factors to the model building.

4. Conclusion

This article presented a comprehensive evaluation of
ensemble boosting algorithms and some other machine
learning classifiers to determine the best algorithm ca-
pable of predicting cardiovascular diseases. The single
machine learning classifiers used were “logistic regres-
sion, random forest, decision tree and naive Bayes. The
results from the analysis and the trained hyperparame-
ters show that Adaboost outperformed other algorithms
including gradient boosting with a classification accu-
racy of about 74.2% and favorable values for recall,
F1 score and MAE. However, gradient boosting was

identified as an acceptable technique for this research
because it trains faster than Adaboost and has a slightly
better precision of 74.9% compared to 74.7% exhib-
ited by Adaboost. The accuracy of 74.2% attributed to
Adaboost and of 74.1% attributed to gradient boosting
both approximately imply that if the model is used for
predicting or detecting cardiovascular diseases, 74 out
of 100 predictions will be correct.

Similarly, the F1 score which is known as the over-
all measure of model performance and which tells us
how perfect our precision and recall is, justifies this
argument. The F1 scores of both the Adaboost and gra-
dient boosting techniques are approximately the same
with values 0.724 and 0.721 respectively. All these
were achieved using a grid search with a ‘k’ fold cross-
validation of 5.

This shows that gradient boosting is a better algo-
rithm in predicting cardiovascular diseases with fac-
tors of age, systolic blood pressure, weight, cholesterol,
height, and diastolic blood pressure as the major con-
tributors to the model building; and that boosting algo-
rithms are better predictors compared to single based
classifiers.

With this justification, we strongly conclude that Gra-
dient boosting algorithm will generate a correct predic-
tion of cardiovascular diseases if used on a new dataset
and the implementation of this model will go a long
way in the early detection of cardiovascular diseases
among patients. Though Adaboost may equally per-
form excellently as indicated by the closeness of its es-
timated metrics to that of gradient boosting, especially
when it trains better. This inference has also served as
justification that Boosting Algorithms Perform better
than single based classifiers in classification and model
predictive ability.
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Appendix 1: Train times of boosting algorithms and single based classifiers

Model Best hyperparameter Time taken
Adaptive boosting algorithm = ‘SAMME.R’, Criterion = gini, max_depth = 2, min_samples_leaf = 1, min_splits_leaf =

2, learning_rate = 1.0, n_estimators = 50.
25.9 min

Gradient boosting criterion = ‘friedman_mse’, learning_rate = 0.6, loss = ‘deviance’, max_depth = 5, max_features =
‘sqrt’, min_samples_leaf = 1, min_samples_split = 2, n_estimators = 50, validation_fraction = 0.1

26.3 sec

Logistic regression Penalty = l1, Solver = liblinear, max_iter = 100 6.5 min
Random forest bootstrap = True, criterion = ‘gini’, max_features = ‘auto’, min_samples_leaf = 1, min_samples_split

= 2, n_estimators = 100
11.3 min

Decision tree criterion = ‘gini’, min_samples_leaf = 1, min_samples_split = 2, presort = ‘deprecated’, splitter =
‘best’

2.0 min

Naive Bayes priors = None, var_smoothing = 1e-09 20.5 sec

This is the best hyperparameter selected via Grid search using a cross validation of 5fold: Note!!! If a particular hyper parameter is not included in
the table, it is majorly because they are default. AU
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